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Abstract: We experimentally evaluate the high-speed on–off keying (OOK) and four-level pulse
amplitude modulation (PAM4) transmitter’s performance in C-band for short-reach optical inter-
connects. We demonstrate up to 100 Gbaud OOK and PAM4 transmission over a 400 m standard
single-mode fiber with a monolithically integrated externally modulated laser (EML) having 100 GHz
3 dB bandwidth with 2 dB ripple. We evaluate its capabilities to enable 800 GbE client-side links
based on eight, and even four, optical lanes for optical interconnect applications. We study the
equalizer’s complexity when increasing the baud rate of PAM4 signals. Furthermore, we extend
our work with numerical simulations showing the required received optical power (ROP) for a
certain bit error rate (BER) for the different combinations of the effective number of bits (ENOB) and
extinction ratio (ER) at the transmitter. We also show a possibility to achieve around 1 km dispersion
uncompensated transmission with a simple decision feedback equalizer (DFE) for a 100 Gbaud OOK,
PAM4, and eight-level PAM (PAM8) link having the received power penalty of around 1 dB.

Keywords: optical interconnects; on–off keying; pulse amplitude modulation

1. Introduction

Datacenters experience enormous traffic growth due to the vast amount of data to be
stored, transmitted, and processed [1–5]. This explosive growth of Internet Protocol (IP)
traffic is driving datacenters to the so-called “Zettabyte Era”. The Cisco Report predicts
that annual global IP traffic will reach over 4.8 zettabytes/year by 2022 [5]. For some appli-
cations, such as those on Facebook, the internal traffic may be several orders of magnitude
greater than external. In addition to the internal traffic required to build web pages and
search indices, relatively recent machine learning (ML) applications are driving increasing
amounts of both computation and traffic on the datacenter interconnection network [4].
Due to that, challenges arise to keep up the bandwidth scalability. The community is look-
ing into cost-efficient short-reach optical interconnect for 800 GbE intra-datacenter links [6].
We see solutions based on eight optical lanes thanks to compatibility with 400 GbE building
blocks [7]. Eight optical lanes-based 400 GbE solutions are already being deployed [8,9]. So-
lutions based on eight optical lanes [10–15], or even four optical lanes [16–27], for 800 GbE
are more appealing thanks to the use of using high bandwidth components. This allows
reducing of costs, power consumption, and complexity of parallelism.

The current industrial solution for 400 GbE is based on four-level pulse amplitude
modulation (PAM4) [8,9] instead of on–off keying (OOK) [19,28]. PAM4 reduces band-
width requirements without excessive costs for sensitivity, digital signal processing (DSP),
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and transceiver complexity [29–32]. The higher spectral efficiency of advanced multilevel
modulation formats, such as carrier-less amplitude and phase (CAP) or discrete multi-tone
(DMT) modulations [33–36], can be beneficial to increase the bitrate of the single lane.
However, we need to take into consideration the implementational complexity. Advanced
modulation formats are also being extensively investigated to scale up the speed, even
up to 1.6 TbE [37,38]. To gradually achieve this goal, we need to increase the baud rate of
individual lanes even higher. In that manner, we can achieve the four optical lanes 800 GbE
solution. That requires broadband InP and/or silicon optoelectronic components with high
phase and amplitude linearity [39–42]. Optical interconnects operating at 100 Gbaud and
beyond per lane are needed. In this way, we can confront the growing bandwidth density
and scalability issues in datacenters. We foresee that the industrial solution for codesigned
and cointegrated electronics and photonics is around the corner. The required ultrahigh
bandwidth building blocks are available: integrated circuits for generating PAM4 [43,44]
even without equalization [45]; modulators and photodetectors (PD) [17,39,46]; and ana-
logue to digital converter (ADC) frontend for receivers [47]. We also need to mention
that electronic instruments, such as arbitrary waveform generators (AWG) and digital
storage oscilloscopes (DSO), have reached sampling rates beyond 200 GSa/s with plenty of
bandwidth for 100 Gbaud signals. This will allow scaling bandwidth for intra-datacenter
networks in a cost-efficient manner. The C-band enables proportional efficiency in bidi-
rectional bandwidth for intra-datacenter links thanks to mature and efficient wavelength
division multiplexing technology. However, the reach is limited in this band due to the
chromatic dispersion (CD) imposing limitations for the system design. It is worth looking
into the achievable system performance and reach with high baud rate to enable four
optical lanes solutions for 800 GbE links.

In this paper, we experimentally evaluate high-speed OOK and PAM4 transmitter
performance in C-band for short-reach optical interconnect applications. Compared to our
previous demonstrations [18,20], we show detailed analysis on equalizer configurations
and filtering for signals operating at up to 100 Gbaud. It is important to show the pros and
the cons of the PAM4 generation scheme used to achieve this result. We characterize the
performance using the externally modulated laser (EML) having 100 GHz 3 dB bandwidth
with a 2 dB ripple. Furthermore, we also include the results of numerical simulations.
We study required received optical power (ROP) for a certain bit error rate (BER) for the
different effective number of bits (ENOB) and extinction ratio (ER) at the transmitter. This
allows estimating what implementation penalty to expect when designing high-speed
transmitters. Besides, we also show achievable transmission reach in C-band for 100 Gbaud
OOK, PAM4, and eight-level PAM (PAM8) signals over standard single-mode fiber with a
simple decision feedback equalizer (DFE). This paves the way for cost-effective short-reach
optical interconnects with high-speed multilevel modulation formats. The remaining parts
of the paper are organized as follows. In Section 2, the experiment setup is detailed, and
corresponding results and discussion are presented. In Section 3, we show the simulation
setup and results along with a discussion. The conclusions are drawn in Section 4.

2. Experimental Setup and Results

Figure 1a shows the experimental setup for evaluating the intra-datacenter link per-
formance. First, we amplify and decorrelate two pseudorandom bit sequences with a word
length of 215-1 (PRBS15) at 40 Gbaud, 45 Gbaud, and 50 Gbaud. Then, we multiplex them
in time domain using 2:1 selector [48] to form a single 80 Gbaud, 90 Gbaud, and 100 Gbaud
nonreturn to zero (NRZ) sequences, respectively. In the case of OOK, we use one of the
multiplexed outputs (as shown in Figure 1 with dashed line) at 100 Gbaud amplified in
a 65 GHz linear amplifier to drive the EML. In the case of PAM4, the attenuated signal
is passively combined in an electrical 65 GHz three-resistor combiner with an inverted
decorrelated version. The generated PAM4 signal at electrical back-to-back (b2b) already
has a penalty due to the nonequally spaced signal amplitude levels. This happens due to
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different losses in two paths of OOK signals that do not allow to achieve a precise 6 dB
difference, since the decorrelation suffers from technical implementation limitations.
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Figure 1. (a) Experimental setup (PPG: pulse-pattern generator), (b) optical spectra of the 100 Gbaud OOK and PAM4 signals
(Mux: multiplexer, T: delay line, DFB-TWEAM: distributed feedback laser with traveling-wave electroabsorption modulator,
SMF: single-mode fiber, EDFA: erbium-doped fiber amplifier, VOA: variable optical attenuator, DSO: digital storage
oscilloscope, DSP: digital signal processing, LPF: low-pass filter, DFE: decision feedback equalizer, BER: bit error rate).

In this paper, we wish to quantify this simple PAM4 generation scheme’s impact on
the introduced penalty. Therefore, we gradually increase baud rate from 80 Gbaud to
100 Gbaud. Then, the PAM4 signal is amplified in a 65 GHz linear amplifier to drive the
EML. We achieve around 2 volts of the electrical signal (peak to peak) for OOK and PAM4
high-speed signals. EML is based on a monolithically integrated distributed feedback
laser with traveling-wave electroabsorption modulator (DFB-TWEAM) designed by KTH,
fabricated by KTH and Syntune, and packaged by u2t Photonics. The DFB laser threshold
current is around 25 mA and the slope efficiency is 0.04 W/A. The wavelength of the DFB-
TWEAM is 1550.15 nm in this experiment. The EML has a 3 dB bandwidth beyond 100 GHz
with less than 2 dB ripple in the passband, which indicates high phase linearity [39]. These
figures of merits make this EML considered an excellent candidate for four optical lanes-
based 800 GbE solution [19,20,36]. We use a current of 120 mA for the DFB and a voltage of
−1.85 V for the TWEAM, resulting in around a 5 dB extinction ratio. We achieve an output
power of −0.9 dBm. Higher power values can be achieved with a reduced bias voltage,
which also reduces the extinction ratio of a modulated signal. In the experiment, we found
a trade-off between the bias voltage and the extinction ratio. In Figure 1b, one can see that
the modulated optical spectra are around 1550.15 nm for the OOK and PAM4. The optical
link consists of 400 m of SMF. The receiver consists of a preamplifier, a variable optical
attenuator (VOA), a >100 GHz PD from u2t with a responsivity of 0.5 A/W, a 65 GHz
linear amplifier, and a 200 GSa/s, a 70 GHz bandwidth Tektronix DSO (DPO77002SX). An
automatic gain-controlled erbium-doped fiber amplifier (EDFA) with fixed output power
is employed as the preamplifier due to a low PD responsivity. The noise figure of the
amplifier is around 4.5 dB. Due to limited maximum input power to the photodetector, an
additional 65 GHz linear amplifier is used to ensure around 200 mV peak to peak voltage
of the received signals required for better performance. In the case of OOK, we could skip
the optical amplification when no variable optical attenuator is used. Instead, we keep the
amplifier for OOK to compare it to PAM4 under similar noise conditions. The sampled
signal is then processed offline using a typical DSP. We perform low-pass filtering, clock
recovery, and resampling to ensure 1 sample per symbol for a symbol-spaced DFE with a
different configuration of feed-forward taps (FFT) and feedback taps (FBT) to overcome
inter symbol interference (ISI) in the presence of the noise. The main limitations are due to
the limited effective 3 dB bandwidth of the electrical components and the implementation
penalty itself. After the equalization, we perform BER counting. We consider hard-decision
forward error correction code (HD-FEC) with 7% and 20% overheads (OH) and soft-
decision FEC (SD-FEC) with 20% OH with pre-FEC BERs at 5E-3 [49], 1.1E-2 [50], and 2E-2,
respectively. We use the SD-FEC due to the poor electrical b2b signal quality related to the
implementation penalty. We study different DFE configurations to improve the received
signal quality (see Figure 2). We express the performance in terms of ROP required for a
certain BER. We use a 7% HD-FEC limit of 5E-3 and a 20% SD-FEC limit of 2E-2 for OOK
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and PAM4 signals, respectively. For both signals, we fix the number of feedback taps to 15
and a low-pass filter (LPF) bandwidth to 0.75*baud rate. Then we choose the feed-forward
taps number to be 3, 7, 11, and 15 for OOK and 15, 29, 43, 57, and 71 for PAM4 signals.
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Figure 2. Received optical power versus different configurations of decision feedback equalizers for (a) 100 Gbaud OOK,
(b) 80 Gbaud PAM4, (c) 90 Gbaud PAM4, and (d) 100 Gbaud PAM4 signals.

From Figure 2, we observe that with the increase in the feed-forward tap number we
require lower received optical power to achieve the specified pre-FEC BER. For 100 Gbaud
OOK signal with 15-tap FFT and 15-tap FBT equalizer, we see around 0.7 dB power penalty
for 400 m SMF transmission compared to optical back-to-back. If we compare PAM4 signals
with the same equalizer, we get a power penalty of around 0.2 dB for 80 Gbaud and 1 dB
for 90 Gbaud signals. For 100 Gbaud PAM4 signal after 400 m transmission over the SMF,
we could not achieve a bit error rate of 2E-2 for any received power. This forced us to
increase the complexity of the equalizer. Still, we observe a higher power penalty—around
1.3 dB with 29-tap FFT and 15-tap FBT equalizer. For further analysis, we choose equalizers
with higher complexity to reduce the required ROP for a certain BER.

Afterward, we obtain the bit error rate as a function of LPFBW/baud rate for OOK and
PAM4 signals (see Figure 3). During the processing, we set the LPFBW/baud rate from 0.45
to 0.8. We choose received optical power of −1 dBm for OOK and 8 dBm for PAM4 signals
to observe the BER performance around the specific FEC limits mentioned above. For the
OOK signal, both curves are mostly below the 7% HD-FEC limit. Similar performance for
optical b2b and after 400 m is obtained with a 15-tap FFT and 15-tap FBT equalizer. We see
that the best signal performance is for the LPFBW/baud rate of 0.575, which is now chosen
for further processing. For PAM4 signals, we must increase the equalizer’s complexity. We
increase the number of feed-forward taps to 71 and keep the same number of feedback
taps, i.e., FBT = 15. For 80 Gbaud PAM4 signal, we managed to reach BERs below 5E-3 for
above 0.6 of LPFBW/baud rate for both curves. It is also the case for the optical b2b curve of
90 Gbaud PAM4 signals with a 71-tap FFT and 15-tap FBT equalizer and LPFBW/baud rate
of 0.75. We need to increase the HD-FEC overhead to 20% to detect 90 Gbaud PAM4 signals
after 400 m of SMF transmission. In the case of 100 Gbaud PAM4, the performance is below
the 20% SD-FEC limit. For all three cases of the PAM4 signals, we choose LPFBW/baud
rate of 0.75 for further analysis.
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Finally, we show bit error rate, eye-diagrams, and amplitude histograms for OOK
and PAM4 signals after the optical b2b and 400 m transmission. BER results as a function
of received power for different signals and DFE configurations are shown in Figure 4a.
The BER curves are obtained using a 15-FFT and 15-FBT equalizer for OOK and a 71-FFT
and 15-FBT for PAM4. In the case of OOK, we manage to achieve the 7% HD-FEC limit
for both the optical b2b and the 400-m transmission. We observe around 0.5 dB received
power penalty at the 7% HD-FEC limit due to a large implementation penalty which
adds up to the transmission penalty over 400 m of SMF. The implementation penalty can
also be observed from the equalized eye diagram and histograms in Figure 4b. Further,
we study transmission with 80 Gbaud PAM4 signals. One can observe a severe PAM4
signal degradation due to both higher sensitivity requirements and poor electrical signal
performance at the transmitter due to the implementation penalty. This can be seen from
the eye diagrams and amplitude histograms in Figure 4. The suboptimal passive combining
ratio due to the imperfect components explains such worse performance. The electrical
signal performance imposes a strict error floor for PAM4 signals. One can observe that the
use of a 71-FFT and 15-FBT equalizer allows achieving below the 7% HD-FEC performance
limit after 400 m of SMF for 80 Gbaud PAM4 signals with a small penalty compared to the
optical b2b. We need to increase the number of equalizer feed-forward taps significantly
compared to the OOK case to reduce the impact of the implementation penalty on high-
speed PAM4 signals. When increasing the PAM4 signal data rate to 90 Gbaud, we obtain
the performance below the HD-FEC limit only for optical b2b. The performance has
degraded after 400 m transmission and we need to increase the overhead to 20% for the
HD-FEC. In this case, we observe around 1.3 dB received power penalty. Then, we increase
the transmission speed to 100 Gbaud and achieve only the 20% SD-FEC limit. Here, we
observe around 2.3 dB of received power penalty. We achieve 149 Gbit/s, 150 Gbit/s, and
166 Gbit/s post-FEC bitrates for 80 Gbaud, 90 Gbaud, and 100 Gbaud PAM4 signals and
93 Gbit/s for 100 Gbaud OOK signal.
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We point out that the histograms obtained with the 71-FFT and 15-FBT DFE for the
electrical b2b and the optical b2b signals at 90 Gbaud and 100 Gbaud are comparable
in their performance (see Figure 4d,e). We measure the electrical b2b signals before the
DFB-TWEAM and after the 65 GHz amplifier. We attribute the main implementation
penalty to electrical components in the transmitter which could be remedied by improving
the bandwidth and linearity in the electrical domain. Further improvement in the electrical
signal generation scheme for PAM potentially would allow achieving better signal quality
and, thus, improving the link latency thanks to a reduced FEC [21,31]. This would result
in an even higher baud rate for multilevel signal transmission with the EML [19]. The
operational wavelength of the EML is around 1550 nm in the measurements. The obtained
results demonstrate the capability of the EML to enable 800 GbE client-side links for
short-reach optical interconnect applications.

3. Simulation Setup and Results

We perform numerical simulations to complement the experiments. We use the
MATLAB-based Robochameleon framework [51]. It is a coding framework and component
library for simulation and experimental analysis of optical communication systems. We
focus on transmitter imperfections and CD tolerance. The simulation setup is shown in
Figure 5 and its main configuration parameters are specified in Table 1. The transmitter
includes a digital to analog converter (DAC), an intensity modulator (IM), and a continuous
wave (CW) laser. The link is based on lossless single-mode fiber. In the receiver, we have
a variable optical attenuator, a photodetector with a transimpedance amplifier (PD-TIA),
and an ADC. Then we perform a typical DSP to recover transmitted bits. We choose a
simple DFE with 6-FFT and 3-FBT to perform channel equalization since the modulator is
driven in the linear region and we have a linear dispersive fiber link. We use hard-decision
demodulators for the 100 Gbaud OOK, PAM4, and PAM8 signals after the equalization. We
set a CD coefficient to 16 ps/nm/km. The PD has a bandwidth of 112 GHz and the Gaussian
receiver filter has bandwidth of 75 GHz, as can be seen from Table 1. We use root-raised
cosine pulse shaping with 0.75 roll-off to have similar signals as in the experiment.
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Figure 5. Simulation setup. DAC: digital to analog converter, CW laser: continuous-wave laser, IM:
intensity modulator, SMF: single-mode fiber, VOA: variable optical attenuator, PD-TIA: photodetector
with a transimpedance amplifier, ADC: analog to digital converter, DSP: digital signal processing,
LPF: low-pass filter, DFE: decision feedback equalizer, FFT: feed-forward taps, FBT: feedback taps,
BER: bit error rate.

We study the required ROP for a certain BER (see Figure 6a–c) and the power penalty
(see Figure 6d–f) for the different ENOB and ER at the transmitter for 100 Gbaud OOK,
PAM4, and PAM8 signals for optical b2b. The power penalty was calculated by using
separate references for each modulation format. For the OOK and PAM4 signals, we
sweep the ENOB from 2 to 6, while for the PAM8 from 3 to 7. This is because PAM8 has
more amplitude levels to be represented. For all three modulation formats, we choose
the extinction ratio to be from 3 to 10 dB. Values are color-coded with the respect to the
minimum and the maximum ROP and penalty values, respectively. One can observe from
the curves that the extinction ratio of the signal at the transmitter has a crucial impact on
the required ROP for a certain BER and the power penalty. In all numerical simulations,
we are using the 7% HD-FEC limit with a BER of 5E-3. One can see that the required ROP
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is modulation format-dependent. For instance, the required ROP is around minus 4.5 dBm
for OOK, minus 1 dBm for PAM4, and 2 dBm for PAM8 when the ER is set to 5 dB and the
ENOB to 5. We observe around 4 dB power penalty for OOK and PAM4 signals for the
same ER and ENOB. The penalty is slightly higher for PAM8. For further simulations, we
set ER = 5 dB and ENOB = 5, because it is the closest value to the experiment.

Table 1. Simulation setup parameters.

Transmitter Parameters

Modulation format OOK, PAM4, PAM8
Pulse shaping Root raised cosine

Roll-off 0.75
ENOB 2 to 7 or 5

Modulator driving signal Vpp 0.4*Vπ

Laser RIN 145 dB/Hz
Extinction ratio 3 to 10 or 5
Output power 5 dBm

Wavelength 1550 nm

Lossless Channel Parameters

Dispersion 16 ps/nm
Length 0 to 1000 m

Receiver Parameters

Photodetector PIN-TIA
Photodetector responsivity 0.5 A/W

Noise current 18 pA/
√

Hz
Photodetector filter model 4th order Butterworth filter
PD-TIA cut-off bandwidth 112 GHz

Digital Signal Processing Parameters

Gaussian filter bandwidth 0.75*baud rate
Equalizer Decision feedback equalizer

Demodulation OOK/PAM
FEC limit 5E-3

Vpp: peak-to-peak voltage; Vπ = 2 V.

Fiber’s CD will limit the transmission distance if we consider single-mode operations
in the C-band. Therefore, we also investigate CD tolerance for different modulation formats.
We are not considering chirp at the transmitter to show degradation coming only from
fiber’s dispersion at the operational wavelength of 1550 nm. The received power penalty as
a function of transmission distance is shown in Figure 7. We obtain curves for a 6-FFT and 3-
FBT equalizer. Considering a 1 dB power penalty, the 100 Gbaud PAM4 can be transmitted
up to 1000 m. It is more than two times (2×) increased compared to the experimental
demonstration. For the 100 Gbaud OOK, the fiber distance can be increased beyond 1000 m
while maintaining the same penalty and equalizer parameters. The transmission distances
over SMF can be significantly improved by the microwave design of the EML that can be
applied to a semiconductor material with a larger bandgap to achieve modulation at zero
dispersion wavelength [39].



Appl. Sci. 2021, 11, 4284 8 of 11

Appl. Sci. 2021, 11, x FOR PEER REVIEW 8 of 11 
 

Fiber’s CD will limit the transmission distance if we consider single-mode operations 

in the C-band. Therefore, we also investigate CD tolerance for different modulation for-

mats. We are not considering chirp at the transmitter to show degradation coming only 

from fiber’s dispersion at the operational wavelength of 1550 nm. The received power 

penalty as a function of transmission distance is shown in Figure 7. We obtain curves for 

a 6-FFT and 3-FBT equalizer. Considering a 1 dB power penalty, the 100 Gbaud PAM4 can 

be transmitted up to 1000 m. It is more than two times (2×) increased compared to the 

experimental demonstration. For the 100 Gbaud OOK, the fiber distance can be increased 

beyond 1000 m while maintaining the same penalty and equalizer parameters. The trans-

mission distances over SMF can be significantly improved by the microwave design of the 

EML that can be applied to a semiconductor material with a larger bandgap to achieve 

modulation at zero dispersion wavelength [39]. 

 

Figure 6. Extinction ratio versus the effective number of bits in terms of received optical power and penalty for 100 Gbaud 

(a,d) OOK, (b,e) 8PAM4, and (c,f) PAM8 signals for 6-FFT and 3FBT equalizer configuration at optical b2b. 

 

Figure 7. Received power penalty (at BER = 5E-3) as a function of transmitted distance for 100 

Gbaud OOK, PAM4, and PAM8 signals with 6-FFT and 3FBT equalizer configuration (see inset). 

  

(a) (b) (c)

(d) (e) (f)

4dB 4dB
4.5dB

-4.5dBm -1dBm
2dBm

0 200 400 600 800 1000

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

P
o
w

e
r 

p
e
n
a
lt
y
  

@
 B

E
R

 5
E

-3
 (

d
B

)

Fiber distance (meters)

 100 Gbaud OOK

 100 Gbaud PAM4

 100 Gbaud PAM8 

1dB power penalty @ BER = 5E-3

DFE with 6-FFT&3-FBT

Figure 6. Extinction ratio versus the effective number of bits in terms of received optical power and penalty for 100 Gbaud
(a,d) OOK, (b,e) 8PAM4, and (c,f) PAM8 signals for 6-FFT and 3FBT equalizer configuration at optical b2b.
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PAM8 signals with 6-FFT and 3FBT equalizer configuration (see inset).

4. Conclusions

We have demonstrated 100 Gbaud OOK and PAM4 transmitter performance in C-
band for short-reach optical interconnect applications as a potential solution for four/eight
optical lanes 800 GbE links. We achieve 149 Gbit/s, 150 Gbit/s, and 166 Gbit/s post-
FEC bitrates for 80 Gbaud, 90 Gbaud, and 100 Gbaud PAM4 signals and 93 Gbit/s for
100 Gbaud OOK signal. Furthermore, we perform numerical simulations to study the
impact of transmitter parameters and chromatic dispersion impact of power penalty for
100 Gbaud OOK, PAM4, and PAM8 signals. We observe the significant chromatic dispersion
impact in both experiments and simulations.
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